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Abstract 
China’s High Energy Photon Source (HEPS) is the first 

national high-energy synchrotron radiation light source. 
The 14 beamlines for the phase I of HEPS will produces 
about 300 PB/year raw data, it represents significant chal-
lenges in data storage, data access, data analysis and data 
exchange. HEPS Computing and Communication System 
(HEPSCC), is an essential work group responsible for the 
IT R&D and services for the facility, including IT infra-
structure, network, computing, analysis software, data 
preservation and management, public services etc. This pa-
per mainly introduces the design and progress of HEP-
SCC's work in addressing the data challenges faced by 
HEPS from various aspects, including machine room, net-
work, storage, computing, and scientific software of data 
management and data analysis. 

MANUSCRIPTS 
HEPS is the first national high-energy synchrotron radi-

ation light source and soon one of the world’s brightest 
fourth-generation synchrotron radiation facilities [1], has 
been constructed from 2019 in Beijing’s Huairou District, 
and will be completed in 2025. The 14 beamlines for the 
phase I of HEPS will produces about 300 PB/year raw data 
(see Table 1). Efficiently storing, analyzing, and sharing 
this huge amount of data presents a significant challenge 
for HEPS. 

Table 1: Estimated Data Volume of HEPS at Phase I 

 
 
HEPS Computing and Communication System (HEP-

SCC), also called HEPS Computing Center, is an essential 
work group responsible for the IT R&D and services for 
the facility, including IT infrastructure, network, compu-
ting, analysis software, data preservation and management, 
public services etc. Aimed at addressing the significant 
challenge of large data volume, HEPSCC has designed and 
established a network and computing system, making great 
progress over the past two years.  

As the most fundamental part of the IT infrastructure, a 
deliciated and high-standard machine room, with about 
900 m2 floor space for more than 120 high-density racks in 

total, has been prepared for production since this August. 
The power system has two transformers for dual power 
supply and has a total capacity of 2,500KVA, with the UPS 
providing 800KVA of power capacity and offering a half-
hour backup during emergencies. Row-Air conditioning 
with natural cooling is used for the refrigeration of the ma-
chine room, which can greatly reduce the energy consump-
tion.  

For the data center network, we designed it as a spine-
leaf architecture which makes it very easy to scale out. The 
backbone bandwidth of the data center network can sup-
port speeds up to 4*400 Gb/s, which can fully meet the de-
mands of high-speed data exchange. Meanwhile, we also 
support RoCE [2] (RDMA over Converged Ethernet) to 
provide a lossless and high-performance network environ-
ment for scientific workload in HEPS data center. Previous 
test evaluations showed that RoCE can reach the same per-
formance as InfiniBand (IB) in both point-to-point and col-
lective tests. 

In order to balance the cost-effectiveness of storage de-
vices and realize the high reliability of data storage, a three-
tier storage is designed for storing experimental data, in-
cluding beamline storage, central storage, and tape. There 
is a storage policy for data preservation (see Fig. 1), the 
raw data and processed data are stored on the beamline 
storage for a maximum of 7 days, on the central storage for 
a maximum of 90 days, and only the raw data are archived 
to tape for long-term storage with two copies. Of course, 
this data storage policy could be adjusted according to the 
actual data volume and funding situation of HEPS. The 
beamline storage utilizes distributed all-flash SSD arrays 
to achieve high data input/output speeds, while offering a 
total storage capacity of 800 TB. The central storage lever-
ages distributed high-density HDD arrays to get medium-
high speed data IO, providing a total capacity of 30 PB. 
The tape storage is compliant with the LTO9 [3] standard, 
and provides 2 PB at the first stage although we have no 
budget for tape. 

 
Figure 1: Storage policy for HEPS data. 

To meet the requirements of data analysis scenarios for 
HEPS, a computing architecture has been designed and de-
ployed in three types (see Fig. 2), including Openstack [4], 
Kubernetes, and Slurm. Openstack integrates the virtual 
cloud desktop protocol to provide users with remote 
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desktop access services, and supports users to use browsers 
to access windows/Linux desktop, running commercial 
visualization data analysis software. Kubernetes manages 
container clusters, and starts container images with multi-
ple methodological software according to user analysis re-
quirements [5]. Slurm is used to support HPC computing 
services and meet users' offline data analysis needs. 

 
Figure 2: the computing architecture. 

In addition to providing the IT infrastructure, HEPSCC 
also designed and developed the software for the data man-
agement and analysis, DOMAS and DAISY. 

DOMAS (Data Organization, Management and Access-
ing Software stack), which is aimed for automating the or-
ganization, transfer, storage, distribution and sharing of the 
scientific data for HEPS experiments, provides the features 
and functions for metadata catalogue, metadata acquisi-
tion, data transfer, data web portal. The metadata catalogue 
module is responsible for storing metadata into database 
and providing RESTful APIs to access metadata. The data 
transfer module facilitates the automatic migration of data 
between different levels of storage media. The metadata ac-
quisition and processing module is responsible for obtain-
ing metadata from different stages and systems involved in 
data management and integrating them into the database. 
The data service module provides users with a web portal 
for data access, viewing, downloading, and offline analy-
sis. 

The core functional module of DOMAS has been com-
pleted, and we are progressively open-sourcing each mod-
ule. Combined with the specific scientific data policy of 
HEPS [6], standardized data file formats, and data storage 
directory designs, we have completed the development of 
the scientific data management system for HEPS. Mean-
while, the system implemented the fully automated move-
ment and management of data among three-tiered storage 
(beamline storage, central storage, and tape).  

The Daisy (Data Analysis Integrated Software System) 
[7,8] has been designed for the data analysis and visualiza-
tion of X-ray experiments. Daisy framework consists of a 
highly modular C++/Python architecture composed of four 
pillars (see Fig. 3): algorithm, workflow, workflow engine 
and data store. The algorithm defines the scientific domain 
model and support the integration of third-party library. 
The workflow is a sequence of algorithms and defines the 
scientific domain architecture. The workflow engine man-
ages the runtime environment of workflow. The data store 
manages the data objects. The architecture supporting cus-
tomized plug-in functions can easily access visualization 
tools and the Python-based scientific computing ecosys-
tem. 

 
Figure 3: The architecture of DAISY. 

Based on the Daisy framework, several specific scien-
tific applications have been developed. For example, HEP-
SCT integrated an in-house developed 3D tomographic re-
construction package, cumopy, into the framework. It can 
conduct real-time computing to remove the background, 
control the white balance, carry motion correction, detect 
the position of rotation axis according to the parameters 
setting, then the reconstruction algorithms are executed on 
GPUs. Daisy-BMX is an AI-based biological macromolec-
ular data-processing application. It implemented a data 
processing pipeline from diffraction to structure, including 
the real-time data processing, AI-based structure predic-
tion, and model refinement. The Pair Distribution Function 
(PDF) implemented a pipeline from diffraction to PDF, in-
clude the pre-processing, azimuth integration, PDF transi-
tion and post-process. In addition, DAISY implemented 
and integrated several X-ray absorption spectrum analysis 
applications, include spectrum matching application and 
PCA/LCF spectrum component analysis application. Other 
data analysis algorithms/software will be continuously in-
tegrated to the framework in the future.  

In 2021, A testbed was set up at beamline 3W1 of BSRF, 
which is a running synchrotron radiation facility and pro-
vides the technology R&D and test platforms for HEPS. 
The 3W1 beamline, which is dedicated to test high-
throughput instruments for HEPS. It is an ideal candidate 
to set up the testbed where we can deploy the system and 
verify the functions and the whole process of data acquisi-
tion, data processing, data transfer, data storage and data 
access. The integration and the verification of the whole 
HEPSCC system at 3W1 beamline achieved great success. 
It strongly proved the rationality of the design scheme and 
the feasibility of the technologies. After the optimization 
and upgrade of the functionality, in July 2022, the HEP-
SCC system were deployed at 4W1B, which is a running 
beamline at BSRF, can provide full process service for 
beamline users. 

Now HEPSCC entered the stage of equipment installa-
tion and system debugging. The machine room is prepared 
and provides the operation environment for another IT 
equipment. The campus network and data center network 
have been ready since this September, awaiting access 
from other devices. The software for data management and 
analysis are deploying and testing. 
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